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Abstract

Business information systems support a large variety of business processes and tasks, yet organizations
rarely understand how users interact with these systems. User Behavior Mining aims to address this
by applying process mining techniques to Ul logs, i.e., detailed records of interactions with a system’s
user interface. Insights gained from this type of data hold great potential for usability engineering and
task automation, but the complexity of Ul logs can make them challenging to analyze. In this paper, we
explore trace clustering as a means to structure Ul logs and reduce this complexity. In particular, we apply
different trace clustering approaches to a real-life Ul log and show that the cluster-level process models
reveal useful information about user behavior. At the same time, we find configurations in which trace
clustering fails to generate satisfactory partitions. Our results also demonstrate that recently proposed
representation learning techniques for process traces can be effectively employed in a realistic setting.

Keywords: Process Mining, User Behavior Mining, Trace Clustering, Representation Learning

1 Introduction

Business information systems, such as Enterprise Resource Planning (ERP) and Customer Relations
Management (CRM) systems, support a wide range of business operations and allow users to perform a
broad set of tasks in an integrated and flexible manner (Beynon-Davies, 2019). Although such flexibility
is highly beneficial from a user perspective, it causes organizations and software vendors to lose track of
how users actually employ these software applications to conduct their work. Having such insights on
user behavior could be highly valuable for purposes such as usability engineering (Nielsen, 1994), which
studies how software is used and might be improved, and task automation (van der Aalst, Bichler, and
Heinzl, 2018), which aims to recognize and automate repetitive user operations.

These insights can be obtained by analyzing records of how users of a software application interact with
its user interface (UI). In this paper, we will refer to such data-driven analysis as User Behavior Mining
(UBM). The basis of UBM are so-called Ul logs, which record sequences of events as performed by a user.
Each event in these sequences, referred to as traces, corresponds to a low-level user action in a software
system, such as clicking a button or entering a string into a text field. Techniques from the field of process
mining can be used to analyze Ul logs, for instance by applying process discovery to generate a visual
representation of the recorded user behavior in form of a process model (Rubin et al., 2014). However,
the complexity of Ul logs, in terms of their size and behavioral variance, impedes the ability to directly
obtain concrete insights. Process models discovered from Ul logs tend to be “spaghetti” models, i.e.,
highly complex models that, due to hundreds of nodes and crossing edges, are too difficult for humans to
understand and interpret (van der Aalst, 2011; Veiga and Ferreira, 2010). Therefore, they typically fail to
provide useful insights about a process.
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One way to address this problem is to preprocess a log by means of trace clustering, which partitions it
into smaller groups of similar traces. Ideally, applying process discovery to those more cohesive sub-logs
results in a set of less complex and better readable process models, which jointly provide a better overview
of the full log (Zandkarimi et al., 2020). Given this potential, the objective of our research is to explore the
efficacy and applicability of trace clustering in the context of UBM. In particular, we want to determine
whether trace clustering can be used on Ul logs to obtain meaningful groups of execution traces and useful
visualizations of the recorded user behavior. This results in the following two research questions:

RQ1: Which trace clustering techniques can best partition a Ul log so that traces that represent similar
user behavior end up in the same cluster?
RQ2: How useful and comprehensible are the process models discovered from the cluster-level sub-logs?

To answer these questions, we conduct an experimental evaluation on a real-life event log, which contains
user behavior recorded from interactions with an ERP system. We compare the performance of multiple
clustering techniques to identify those that are best suited for highly complex UI logs like the one at hand.
Because most established trace clustering techniques were developed for applications in conventional
process mining (Zandkarimi et al., 2020), they do not scale well to large event logs with a high number
of activities and trace variants, such as UI logs. Therefore, we approach the trace clustering task by
first embedding traces into a lower-dimensional vector space using so-called representation learning
techniques, which are particularly suited to deal well with high-dimensional event data (De Koninck,
Vanden Broucke, and De Weerdt, 2018). In our evaluation, we combine three different representation
learning techniques with three clustering algorithms and compare the results of these nine approaches
with regard to our research questions.

The remainder of this paper is structured as follows: Section 2 elaborates on the opportunities and
challenges of UBM. Section 3 discusses related work on user behavior analysis, trace clustering, and
representation learning. In Section 4, we describe the setup of the conducted evaluation. Its results are
presented in Section 5 and discussed in Section 6, before the paper is concluded in Section 7.

2 Opportunities & Challenges of User Behavior Mining

The goal of UBM is to analyze how users interact with a software application, which is achieved
by applying concepts and techniques from process mining to UI logs. Although it can be seen as an
application of process mining, UBM has a different focus: Whereas process mining is mainly interested
in determining what was done, UBM also provides insights into how a certain task was performed by
examining the precise sequences of clicks and/or keyboard inputs that were executed. It hence offers
numerous opportunities to gain novel insights into user behavior. However, it also poses a number of
challenges, which make it difficult to apply existing process mining techniques to UI logs.

2.1 Opportunities

Until recently, the analysis of user behavior has primarily been a research topic in the context of web-based
applications (Ding, Li, and Chatterjee, 2015; Ho, Bodoff, and Tam, 2010; Raphaeli, Goldstein, and Fink,
2017; Srivastava et al., 2000; Wang et al., 2017). On the web, records of user activities are readily available
through server logs, which enable the analysis of clickstreams, i.e., paths that users take when navigating
through and across websites (Facca and Lanzi, 2005). However, clickstream analysis and web analytics
tools such as Google Analytics typically do not abstract from user actions to actual behavioral patterns
(Poggi et al., 2013) and do not connect these actions with the business processes underlying a website’s
interface. They thus provide a simplified and incomplete view of user behavior. The application of these
tools is also naturally limited to browser-based software systems.

In this paper, we focus on UBM in ERP systems, where it holds great potential for usability engineering
(Maalej et al., 2016) and task automation (Leno, Polyvyanyy, et al., 2021). In the context of usability
engineering, potential use cases for UBM include: (1) identifying common usability issues or missing
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features, (2) pinpointing system areas where user behavior deviates from system design, (3) identifying
groups of users with similar usage habits and adapting the Ul to their preferences, and (4) developing
new Ul components, such as a virtual assistant that suggests the next activity in a task based on how it is
typically performed by other users. With respect to task automation, UBM stands at the core of Robotic
Process Automation (RPA). This field aims to automate tasks and end-to-end processes by recording
how human users interact with a system and then making bots emulate this behavior (van der Aalst,
Bichler, and Heinzl, 2018). In RPA, UBM techniques have two main use cases: (1) they can be used to
find repetitive tasks with high automation potential (Leno, Polyvyanyy, et al., 2021) and (2) they are
needed to derive automation scripts from records of user activities.

Despite these opportunities, data-driven analysis through UBM has so far received little attention. Instead,
many software vendors gauge the usability of their product by collecting explicit user feedback, e.g., in
the form of surveys or feedback forms, but these feedback channels require additional effort on the part
of users (Hoffmann et al., 2019). Explicit feedback also primarily captures user attitudes, rather than
actual system usage, and it can only reveal usability issues that users actively perceive (Davis, 1989;
Hoffmann et al., 2019; Parks, 2012). In contrast, UBM constitutes a data-driven, non-intrusive alternative
that provides a holistic and detailed view of software usage. It can also monitor user behavior continuously
and in real time, thus enabling context-specific UI adaptations.

2.2 Challenges

The essential idea behind UBM, i.e., the analysis of event logs, is the same as in standard process mining.
However, various characteristics of Ul logs make them particularly challenging to analyze (Dev and Liu,
2017; Leno, Polyvyanyy, et al., 2021; Weinzierl et al., 2020):

Event types and perspectives. Standard process mining typically treats all events equally. In UI logs,
however, it is important to distinguish different types of events (e.g., clicks, string inputs, copy/paste,
scrolling). One high-level distinction in an ERP context is between input events that make changes to a
business object and navigation events that only serve to navigate through the user interface. Depending on
the objective of the analysis, one can focus only on input events, i.e., take an outcome perspective on the
user behavior, or consider both input and navigation events, i.e., take an interaction perspective.
Number of activities. In UBM, data is captured on the level of Ul elements, so each interactive element
in an application corresponds to one activity in the Ul log. Because modern software systems cover a wide
range of functionalities, and therefore contain many Ul elements, the number of activities in a Ul log can
easily become an order of magnitude higher than the number activities typically found in traditional event
logs. This means dealing with hundreds rather than dozens of distinct activities (Augusto et al., 2018).
Flexible control-flow. Software Uls often provide a high degree of flexibility, allowing users to perform
activities in an arbitrary order (e.g., when adding multiple items to a sales order) and to revisit previously
executed steps (e.g., to adjust the quantities of ordered items). Although this can be highly beneficial for
the user, it also means that UBM cannot rely on the presence of clearly defined control-flow relations
among the activities in a log. Along with the aforementioned high number of activities, this lack of a clear
control-flow also leads to a high number of unique trace variants.

Event log size. Because Ul logs capture event data at a high resolution, their size quickly exceeds that of
conventional event logs, as exemplified by the publicly available dataset of the BPI Challenge 2016 (Dees
and van Dongen, 2016), as well as the event log used in our evaluation.

To effectively analyze Ul logs, UBM techniques therefore need to be able to handle complex, high-volume,
high-cardinality data. Traditional process mining techniques commonly lack these capabilities, since
they are designed for the analysis of conventional end-to-end processes. One way to reduce event log
complexity and to address the aforementioned challenges is to abstract from low-level activities to higher-
level ones (van Zelst et al., 2021). However, reducing the granularity of a UI log through abstraction
also reduces the level of detail that the user behavior can be analyzed on. In particular, discovering a
process model from an abstracted Ul log can give a clear view on which high-level business activities are
executed (de Leoni and Diindar, 2020), but it provides no insights into how users interact with a system’s
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UL Trace clustering is an alternative approach to reduce event log complexity while retaining the level
of detail. However, existing trace clustering approaches are also tailored towards relatively small and
structured event logs. It is therefore not clear how well such techniques are able to deal with UI logs
and, consequently, how suitable they are in the context of UBM. This paper therefore investigates if trace
clustering techniques are able to handle the challenges of UI logs and which techniques are best equipped
to realize the promising opportunities that UBM offers.

3 Background and Related Work

This section briefly discusses related research streams on the analysis of user behavior in ERP systems
(Section 3.1), trace clustering (Section 3.2), and representation learning (Section 3.3).

3.1 Analyzing User Behavior in ERP Systems

User behavior in ERP systems is traditionally studied with qualitative empirical methods, such as inter-
views and questionnaires (Amoako-Gyampah, 2007; Lambeck et al., 2014; Scholtz, Cilliers, and Calitz,
2010; Topi, Lucas, and Babaian, 2005). These methods capture user attitudes and intentions, but do not
allow for the analysis of actual system usage. Another approach to user behavior research is to conduct
experiments, in which users perform specific tasks in an ERP system in a controlled environment (e.g.,
Burton-Jones and Straub, 2006; Parks, 2012). Although these experiments can provide insights into system
usage, they are time-consuming and expensive, and therefore typically limited in scope.

Despite these shortcomings of empirical methods, there has been little research on data-driven approaches
for the analysis of ERP user behavior. The potentials and challenges of analyzing low-level user actions in
general software systems are discussed by J. Song, Luo, and Chen (2008) and Rubin et al. (2014), but
they do not discuss specific applications in ERP systems. There are two case studies that apply UBM in
an ERP setting to improve usability: Maruster et al. (2008) analyze user navigation patterns in a decision
support system for cultivar selection. They succeed in identifying areas of the UI where a redesign would
be beneficial, and also derive potentials for user-group-specific personalization. Astromskis, Janes, and
Mairegger (2015) mine Ul logs from an industrial ERP system and show that simplifying the system’s Ul
can be used to increase employee efficiency.

ERP usage data has also been analyzed in the context of RPA, which is referred to as Robotic Process
Mining (Leno, Polyvyanyy, et al., 2021) or Desktop Activity Mining (Linn, Zimmermann, and Werth,
2018). The goal of these techniques is to identify ERP routines that are suitable for automation (Jimenez-
Ramirez et al., 2019; Leno, Augusto, et al., 2020; Linn, Zimmermann, and Werth, 2018); they therefore
take a relatively narrow perspective that only covers one aspect of user behavior. They have also so far
only been applied in environments with isolated processes and not in real-life ERP systems.

A more theoretical lens for studying user behavior in ERP systems is provided by organizational routines,
i.e., repetitive, recognizable patterns of interdependent actions, carried out by multiple actors (Pentland,
Vaast, and Wolf, 2021). Routines are enacted to fulfill some purpose within or for an organization, often to
accomplish some task in an ERP system, such as hiring or budgeting (Feldman, 2016). A current stream
of research propagates the data-driven analysis of organizational routines in organizations by means of
process mining, which provides a detailed view into routine enactment (Grisold et al., 2020; Pentland,
Vaast, and Wolf, 2021). However, so far, organizational routines have mainly been studied through regular
event logs instead of Ul logs (Wurm et al., 2021).

3.2 Trace Clustering

Clustering is an unsupervised technique that partitions a dataset so that the data points in one cluster are
more similar to each other than to points in other clusters (Jain and Dubes, 1988). The high number of
different clustering algorithms that exist today can be broadly categorized into partitional, hierarchical, and
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density-based ones (Xu and Tian, 2015). They can also be distinguished by whether they assign each point
to exactly one cluster (hard clustering) or compute a cluster membership probability (fuzzy clustering).
Finally, some clustering algorithms require the number of clusters to be specified as a hyperparameter,
whereas others can determine it automatically. For clustering to be successful, it is essential to choose an
adequate metric to measure the (dis-)similarity between data points.

In the context of process mining, trace clustering refers to the task of grouping together similar traces in an
event log. The two clustering algorithms that are commonly used for this purpose are k-means clustering
and agglomerative hierarchical clustering. Common distance measures are the Euclidian, Hamming,
Jaccard, cosine, and edit distance (Thaler et al., 2015). Most trace clustering approaches revert to those
basic algorithms; they mainly differ with regard to the trace representation, i.e., which features are used
and how they are encoded. In the following, we therefore focus on this aspect of trace clustering. For a
comprehensive overview of the topic, we refer the reader to Zandkarimi et al. (2020).

Most trace clustering techniques represent traces as feature vectors. Greco et al. (2006) use frequent
sub-sequences of events as features and are the first to show that it is possible to find meaningful clusters
in real and synthetic process logs. M. Song, Giinther, and van der Aalst (2009) introduce the concept of
profiles, which are basic sets of features that can be used to describe a trace from a particular perspective.
For example, the activity profile and transition profile encompass attributes such as event labels and
timestamps that capture the control-flow of the trace. Bose and van der Aalst (2010) propose additional
sets of features (maximal repeats and (near-)super-maximal repeats) that are derived from conserved
patterns, i.e., sub-sequences of events that are conserved across multiple traces.

Other approaches to trace clustering include Ferreira et al. (2007) and Veiga and Ferreira (2010), who do
not use a vector representation but instead cluster activity sequences by representing clusters as first-order
Markov chains. They succeed in clustering a real event log, but note that their approach requires the event
log to be carefully preprocessed. Bose and van der Aalst (2009) cluster event sequences by means of
generic edit distance, which is computed by counting the number of insertion, deletion, and substitution
operations required to transform one sequence into another. They propose an algorithm to derive separate
costs for each operation on each individual event based on the context of that event within a sequence.
ActiTraC (De Weerdt et al., 2013) takes a domain-specific approach to trace clustering. Traces are grouped
not because they exhibit similar behavior, but because they fit well into a cluster’s process model. The
algorithm iteratively adds traces to a cluster as long as this operation does not cause the accuracy of
the cluster’s process model to fall below a specified threshold. Both edit distance computation and the
ActiTraC algorithm have quadratic-time complexity with respect to the number of activities, and therefore
do not scale well to typical UBM logs. Noteworthy is also the work of Lu et al. (2019), who cluster a
hospital event log with a large number of activities. However, their semi-supervised clustering approach
assumes that domain experts can provide a small labeled set of cases for each cluster to be found, which
is not realistic in UBM. In this paper, we particularly focus on trace clustering that uses representation
learning, due to its suitability to deal with the complex characteristics of UI logs, as described next.

3.3 Representation Learning

The goal of representation learning is to embed high-dimensional data in a lower-dimensional vector
space so that the lower-dimensional representation (called an embedding) retains as much of the original
structure as possible. Approaches range from simple matrix decomposition algorithms such as Principal
Component Analysis to non-linear manifold learning techniques, such as Multi-dimensional Scaling
(Kruskal, 1964) and Isomap (Tenenbaum, Silva, and Langford, 2000), and neural networks. Representation
learning can address an important challenge in feature-vector-based trace clustering: event labels and
many context attributes are categorical, but clustering algorithms require numeric features as input. Many
trace clustering techniques encode events by assigning bag-of-activities or bag-of-n-grams vectors to
traces, but this leads to a very high-dimensional and sparse feature space when the event log contains a
large number of distinct activities. Embedding techniques reduce the dimensionality of this feature space
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and thereby make it more likely that a clustering algorithm can find a good partition (De Koninck, Vanden
Broucke, and De Weerdt, 2018).

Representation learning in trace clustering was first proposed by M. Song, Yang, et al. (2013), who
reduce the dimensionality of the feature space by applying matrix decomposition techniques and random
projection, but find that this approach does not lead to better clusters. More recently, however, techniques
that learn trace representations with neural networks have shown promising results. De Koninck, Vanden
Broucke, and De Weerdt (2018) create trace embeddings by adapting the popular Word2 Vec representation
learning technique from natural language processing (Mikolov, Corrado, et al., 2013; Mikolov, Sutskever,
et al., 2013). They show that neural-network-generated embeddings can accurately represent process
traces, and that clustering the trace vectors produces better results than previous trace clustering techniques.
One downside of the Word2Vec approach is that it only encodes control-flow information, but multiple
authors have since proposed extensions or other network architectures that also incorporate context
attributes (Bui et al., 2020; Guzzo et al., 2021; Luettgen et al., 2021; Seeliger et al., 2021).

In our evaluation experiments, described next, we compare the performance of three such representation
learning techniques: Isomap, Autoencoder, and Word2 Vec.

4 Evaluation Setup

To answer our research questions, we conduct an experimental evaluation on a large real-world Ul log.
We assess nine clustering methods in terms of the cluster quality they achieve and the usefulness and
comprehensibility of the subsequently discovered process models. We decided against an evaluation on
synthetic data because we want to evaluate trace clustering in a real UBM setting. The details on the
employed dataset, clustering methods and settings, and evaluation measures are described below. Because
our research was conducted with a partner company, we are unfortunately unable to make the dataset or
source code available.

4.1 Dataset

We conduct our experiments based on a Ul log that contains data recorded over a period of ten months
in ERP systems across multiple administrative departments of a multinational company. The log entries
reflect a large variety of tasks performed by employees as part of their daily work. As shown in the excerpt
in Table 1, each event corresponds to a single low-level user action and refers to the identifier of the UI
element that the user interacted with, which we use as the activity label. The events are divided into two
event types: input events correspond to actions that result in changes to the underlying business object,
whereas navigation events correspond to actions that serve to navigate the system’s Ul

Each case is made up of all actions that are executed on a single instance of a business object as part of
the same higher-level task, for example, filling out a sales order or creating an invoice. Within a case, the
events are ordered and have timestamps. Each case has three attributes: a business object type (BOT) and
document type (DT), which together specify the type of form processed, and a department code (DC).
It should be noted that, due to a bug in an earlier version of the logging application, these case-level
attributes are incorrectly assigned in a small number of cases in our dataset.

We prepare the data for analysis by filtering out all activities that are either very rare, i.e., do not occur
in more than 0.1% of traces, or do not relate to the execution of a specific task or process, e.g., saving,
scrolling, or zooming. The filtered UI log contains 46,000 traces with 564,000 events, of which about
40% are input events, and 500 distinct activities.

4.2 Evaluation Settings

Table 2 shows an overview of the configurations used in our evaluation. We employ four different
data selections (combining the two perspectives with each of the two feature sets) and nine clustering
approaches (combining each of the three embedding techniques with the three clustering algorithms).
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Case ID Timestamp Activity (Ul element) Event type BOT DT DC

11276 10:23:54 new_contract input SalesOrder GU  G0504
11276 10:23:56 general_notes navigation  SalesOrder GU  G0504
11276 10:24:02 find navigation  SalesOrder GU  GO0504
11276 10:24:12 new_contract_number input SalesOrder GU G0504
11276 10:24:15 table_dates navigation SalesOrder GU G0504
11276 10:24:20 table_dates input SalesOrder GU  G0504
15432 10:30:01 user navigation  Billing GC G0504
15432 10:30:04 user input Billing GC  G0504
15432 10:30:10 password navigation  Billing GC  G0504
15432 10:30:11 password input Billing GC G0504
13002 12:50:41 display_billing_list navigation  Billing EEV  G0504
13002 12:50:44 vb2 navigation  Billing EEV  G0504
13002 12:50:48 next_item navigation  Billing EEV  G0504
13002 12:50:59 exit navigation  Billing EEV  G0504
13002 12:52:10 display_billing_list navigation  Billing EEV  G0504
13002 12:54:52 confirm input Billing EEV  G0504
Table 1. Ul log excerpt (last two columns anonymized)

Data selections. We apply trace clustering to two different perspectives on the Ul log: one that includes
all events (interaction perspective) and one from which the navigation events are omitted (outcome
perspective). We combine each perspective with two feature sets: one that only captures the activities per
trace and one that also incorporates the three case attributes as additional features. Overall, this results in
four different data selections.

Data selections
Perspectives: Outcome (only input events), interaction (input and navigation events)
Feature sets: Activities only, Activities + case attributes

Clustering approaches
Embedding techniques:  Isomap, Autoencoder, Word2Vec
Clustering algorithms:  k-means, agglomerative hierarchical clustering (AHC), DBSCAN

Table 2. Data selections and clustering approaches employed in the evaluation.

Clustering approaches. We encode traces as feature vectors and use representation learning techniques
to reduce the dimensionality of the feature matrix, as discussed in Section 3.3. Since our primary
objective is not to compare state-of-the-art algorithms, but rather to determine how well these techniques
generally work in a UBM setting, we choose to use three standard, well-established representation learning
techniques to obtain embeddings: Isomap (Tenenbaum, Silva, and Langford, 2000), Autoencoder (Hinton
and Salakhutdinov, 2006), and Word2Vec (Mikolov, Corrado, et al., 2013; Mikolov, Sutskever, et al.,
2013). As mentioned earlier, UI interactions often do not have a rigid control-flow. For Isomap and the
Autoencoder, we therefore initially assign each trace a binary bag-of-activities vector and disregard event
frequency and semantics. We create the Isomap embedding by first computing a neighborhood graph from
the trace vectors with Jaccard distance as the dissimilarity measure, then estimating geodesic distances
through a shortest path search, and finally reducing the dimensionality of the geodesic distance matrix
with Kernel-PCA (H. Choi and S. Choi, 2007). We build the Autoencoder as a standard feedforward
neural network with a single hidden, fully-connected embedding layer and train it to reconstruct the input
vectors with a cross-entropy loss function.

In contrast to the previous two methods, Word2Vec is explicitly designed to encode semantic information
in the embedding, so we can use it to examine whether or not considering semantics leads to different and
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perhaps better clusters in our use case. For this, we generate activity skip-grams and train the network to
predict context activities in a small window around the target activity, then mean-aggregate the activity
vectors to create trace vectors. Note that Word2Vec is not designed to encode additional attributes and is
therefore only applied to the data selections with the activities only feature set.

We apply three clustering algorithms in combination with each embedding technique. These include two
standard algorithms, k-means clustering and agglomerative hierarchical clustering (AHC), as well as the
density-based DBSCAN. The latter has seen many successful applications in data mining, but has only
recently been used for the purpose of trace clustering (Barbon et al., 2021; de Leoni and Diindar, 2020).
For each algorithm, we compute dissimilarity as Euclidean distance between the input embedding vectors.
Parameters. We select parameters for the embedding techniques so that the respective reconstruction
error is minimized. An initial analysis indicates that the “true” number of clusters in our dataset is in the
hundreds. However, there is a trade-off between the number of clusters found by an algorithm and the
usefulness of the corresponding cluster-level process models: models mined from few large clusters are
too difficult to understand, whereas too many clusters result in simpler but also less expressive process
models, which are not useful to users. With respect to our second research question, our goal is to find
a middle ground where models are comprehensible but not simplified so much that they become trivial.
For k-means clustering and AHC, we therefore choose a relatively low number of 80 clusters, which we
deemed most appropriate after manually inspecting the trace allocation for different values of the number
of clusters parameter. DBSCAN cannot be explicitly restricted to a specific number of clusters, so we
instead use it in an exploratory manner, i.e., to discover types of user actions in the UI log. We choose
DBSCAN parameters so that (1) no cluster contains more than one third of all traces, (2) the number
of outliers does not become excessive, and (3) the silhouette score of the partition is maximized. These
criteria result in partitions with 500 to 1000 clusters, depending on the data selection.

Implementation and environment. We implemented our clustering approaches in Python 3.8, using the
scikit-learn library (Pedregosa et al., 2011) for Isomap and the three clustering algorithms, and tensorflow
(Abadi et al., 2015) for the neural networks. All experiments are performed on a Lenovo ThinkPad with
four Intel i5 cores and 16 GB RAM.

4.3 Evaluation Measures

We assess the clusters obtained in the various configurations with respect to our two research questions:
RQ1 (Cluster quality). We assess the quality of obtained clusters using the widely-employed silhouette
coefficient (Rousseeuw, 1987), which measures the intra-cluster cohesion and inter-cluster separation of
grouped traces. Silhouette scores close to 1 indicate dense, well-separated clusters, whereas scores close
to 0 or negative ones indicate poorly separated or overlapping clusters.

Additionally, to get an intuition of how the dataset is partitioned, we visualize our clusters in two-
dimensional #-SNE projections (van der Maaten and Hinton, 2008). We also compare the results of
different combinations of representation learning techniques and clustering algorithms with the Adjusted
Rand Index (Hubert and Arabie, 1985; Rand, 1971) to see how the different configurations relate to each
other. The Adjusted Rand Index is a measure of clustering similarity that computes the ratio of allocation
agreements between two partitions, adjusted for chance. An Adjusted Rand Index close to 1 indicates
near-identical cluster allocation, whereas a value close to 0 indicates that the partitions are dissimilar.
RQ2 (Model usefulness & comprehensibility). There are multiple ways to evaluate the usefulness and
comprehensibility of the discovered cluster-level process models. One approach would be to quantify
these concepts through measures for process model complexity (Buijs, van Dongen, and van der Aalst,
2014). However, these measures can only provide a very abstract assessment of the value of a process
model visualization, and they do not directly measure usefulness and comprehensibility. For instance, a
model with a low complexity measure may still not allow a human observer to gain any insights if the
depicted traces follow no discernable pattern. Therefore, we instead choose to qualitatively assess the
visualization potential by inspecting directly-follows-graphs. To evaluate usefulness, we compare the
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activity sequences in the graphs with the processes and tasks supported by the ERP system and determine
to which degree they match. For comprehensibility, we look at the number of nodes and edges, and assess
whether a human observer can clearly discern the main execution variants.

5 Evaluation Results

This section presents the evaluation results obtained for our two research questions.

5.1 RQ1: Cluster Quality

We applied nine clustering approaches on four data selections, resulting in 36 clustering configurations.
For each one, computation took less than one hour. The neural-network-based embedding techniques
(Autoencoder and Word2Vec) were considerably faster than Isomap, which took upwards of 45 minutes
per task. Similarly, clustering was considerably faster with k-means than with AHC and DBSCAN.

Outcome perspective Interaction perspective

Clustering approach Activities only Activities + attributes  Activities only Activities + attributes

Isomap
K-means 0.28 0.20 0.20 0.16
Hierarchical 0.27 0.20 0.21 0.15
DBSCAN 0.60 0.42 0.26 0.09
Autoencoder
K-means 0.37 0.26 0.25 0.19
Hierarchical 0.34 0.23 0.22 0.17
DBSCAN 0.60 0.40 0.29 0.10
‘Word2Vec
K-means 0.29 0.21
Hierarchical 0.30 0.20
DBSCAN 0.18 -0.05
Table 3. Silhouette scores

Table 3 shows the silhouette scores for each configuration. The values are quite low, which is likely due to
the complexity of the Ul log; only Isomap and Autoencoder embeddings with DBSCAN clustering have a
score higher than 0.5. The embedding technique with the highest overall scores is the Autoencoder. As it
is not restricted to a low number of clusters, DBSCAN expectedly finds the best partition when applied
to Isomap and Autoencoder embeddings. Word2Vec, however, appears to only work well with k-means
clustering and AHC, but not with DBSCAN, given the much lower scores for this combination.

The silhouette scores are substantially higher in the outcome perspective, where navigation events are
filtered out. They are also higher when case attributes are not considered. Looking at the partitions in
detail, we observe that the clusters in the interaction perspective contain traces with the same set of core
activities, but with a large number of execution variants due to the navigation events. Consequently, the
clustering is successful to an extent, but clusters are less cohesive and less well separated than they are
in the outcome perspective. When including case attributes, we find that all algorithms separate traces
strongly by those attributes and neglect the control-flow. This results in the grouping of traces that are
completely unrelated from a control-flow perspective and hence produce impractical process models.
Figure 1 shows t-SNE projections of the outcome perspective, activities only configuration, in which our
methods achieved the best results. Clusters found in Isomap and Autoencoder embeddings appear fairly
cohesive, although some overlap or have a lot of outliers. Word2Vec has a few well separated clusters, but
a lot of overlap in the others. For all embeddings, the largest clusters found by k-means and AHC are
similar, whereas the ones in DBSCAN partitions are smaller and more cohesive.
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Figure 2. Fartition similarity matrices (Adjusted Rand Index)

Figure 2 depicts the cluster similarity per Adjusted Rand Index between all partitions in the outcome
and interaction perspectives (activities only). Agreement between methods is overall fairly high, which
suggests that there is distinct user behavior in the UI log that all combinations of embedding techniques
and clustering algorithms identify. The results are particularly similar between clustering algorithms
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applied to the same embedding. In the interaction perspective, clustering the Word2Vec embedding with
k-means clustering and AHC appears to lead to unique partitions that have low agreement with the results
of other methods. Although some agreement values for DBSCAN clustering appear very high, they are
inflated by the large number of clusters in these partitions and should be interpreted with caution.

5.2 RQ2: Model usefulness & comprehensibility

Overall, we can say that the application of trace clustering to our Ul log has succeeded in grouping related
traces that together form useful process models. An example of a model produced by k-means clustering
is shown in Figure 3. The traces in the cluster capture varying ways in which users cancel contracts in the
ERP system. The core process flow and its main variations are clearly visible, and the process model is
well comprehensible. However, it also shows several paths that only occur in a handful of cases, which
indicates that there may be some potential to streamline the application’s Ul

ymon
(56)

new contract number
(264)

Figure 3. Large cluster capturing the cancellation of contracts (outcome perspective, activities only,
Autoencoder and k-means clustering). Labels like "vf03" refer to Ul elements that access
particular types of transactions in the ERP system.

By contrast, DBSCAN clusters typically contain only a handful of activities and significantly less variation,
as we did not restrict the algorithm to a certain number of clusters. Rather than showing how different
users execute a process in the underlying ERP system, DBSCAN clusters reveal lower-level tasks, as, e.g.,
seen for the three clusters in Figure 4, which each correspond to a specific step in a process.

However, each obtained partitioning of the Ul log also contains at least a few clusters that either group
unrelated traces together or are too complex to be visualized in a meaningful way. This is particularly
prominent for the interaction perspective, where it happens for the majority of clusters. When including
case attributes in the data selection, the resulting cluster-level process models can be visualized, but are
often not practically useful. For example, Figure 5 shows a single cluster that consists of four disconnected
parts, which have no particular relation to each other from a behavioral perspective. Rather, the traces
were clustered together because they were performed in the same department.

6 Discussion

Our results show that it is possible to find meaningful clusters of user behavior in a UI log. The larger
clusters found by k-means clustering and AHC mostly contain one core (sub-)process or task with
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Figure 4. Three examples of clusters found by DBSCAN (outcome perspective, activities only)
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Figure 5. One cluster that contains four distinct types of control-flow (outcome perspective, activities
and case attributes, for visual clarity, only 20% of variants are displayed)

a number of execution variants that correspond to the different ways that employees interact with the
company’s ERP system. Traces in the smaller DBSCAN clusters represent more fine-grained user activities
that typically belong to a specific step in a larger process. This indicates that trace clustering can not
only be used to improve the quality of discovered process models, but also to identify types of Ul
interactions in an unstructured Ul log, which we expect to be a common challenge in UBM. Our clustering
also significantly improves the visual clarity of the discovered process models. If we take an outcome
perspective on the Ul log, the majority of clusters can be visualized in an understandable way, and the
process models reveal useful information about core activities and variations in user behavior. However, in
the interaction perspective, the clustering results are unsatisfactory, and almost all cluster process models
are incomprehensible, even when further simplified with variant hiding and filters. This indicates that
user navigation paths introduce a large amount of variation into the process execution that is difficult for
trace clustering techniques to handle. Although only considering input events may be sufficient for some
use cases, the aspiration of UBM is to analyze the full extent of user behavior. Clustering a Ul log that
captures every kind of Ul interaction therefore remains a challenging and largely unsolved problem.

We have also observed that incorporating context information is detrimental in our use case because the
case attributes have a much stronger influence on the cluster allocation than the control-flow. This suggests
that considering case-level context in trace clustering, although generally desirable, can actually have an
adverse effect on the results if there is a lot of control-flow variation. It should be noted that some of the
case attributes are assigned incorrectly in our dataset, which may also be a contributing factor.

Aside from the limitations discussed above, almost all combinations of embeddings and clustering
algorithms generate meaningful results, and representation learning is clearly a good approach to handle
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the complexity of Ul logs. Isomap and the Autoencoder create embeddings from the same input vectors.
Because the Autoencoder performs slightly better and is more computationally efficient, we conclude that
it is the better option to learn trace representations. Judging by silhouette scores and t-SNE visualizations,
Word2Vec appears to perform slightly worse than the alternatives. However, both silhouette scores and the
t-SNE embedding are calculated from an indicator matrix with Jaccard distance. This means that they do
not consider trace semantics, which causes a discrepancy between the objective function of the algorithm
and the evaluation methods. We therefore only conclude that a representation learning technique that
encodes the semantics of traces is also suitable to embed traces in a Ul log, and that it leads to slightly
different clustering results. As evident in the Rand similarity matrix for the interaction perspective, the
difference becomes larger if navigation events are included, likely because they introduce significantly
more control-flow variation. We expect that the choice of an adequate embedding technique for a UBM
application will depend on the specific use case.

K-means clustering and AHC score similarly in all quality measures and have high allocation agreement
for all three embeddings, indicating that the choice between these two algorithms has little influence on
the results, even when the data is complex and many clusters exist. Because we used them to a slightly
different avail, we will not compare these two algorithms to DBSCAN. However, we do observe that
DBSCAN can be an effective tool for exploratory trace clustering in UI logs if it is applied to a trace
representation without semantics, but fails to find good clusters if semantics are considered.

There are several factors that may affect the clustering results, including the types of tasks recorded,
the case- and event-level attributes considered, and the design of the user interface and the underlying
information system. Because we have only applied trace clustering techniques to one dataset, we cannot
be certain that our findings can be generalized to other Ul logs. However, our data consists of real
executions of various processes and tasks from a standard, widely used ERP system, so we would expect
that clustering traces in other Ul logs that record typical user interactions in ERP systems would yield
similar results. Further research would be required in order to determine if our findings can be generalized
beyond that, for example to a web context.

7 Conclusion

In this paper, we have explored the applicability of process trace clustering in User Behavior Mining
(UBM) through an experimental evaluation on an event log that records low-level Ul interactions in
an ERP system. We find that trace clustering can be used to identify meaningful groups of user input
activities in a Ul log, but that it produces unsatisfactory results when also incorporating user navigation
paths. Consequently, the process models mined from clusters are only well comprehensible in some cases.
Our results also indicate that recently proposed neural-network-based representation learning techniques
can effectively encode complex process traces in real-life event logs.

With more organizations looking into data-driven methods to optimize software Uls and to streamline
and automate processes, UBM is likely to gain relevance in the near future. Ul logs are typically more
complex than conventional event logs, and enhancing them with some structure is a prerequisite for
effectively analyzing user behavior. Our research demonstrates that it is feasible to use trace clustering
for this purpose, but it also shows that even some of the most powerful techniques fall short of finding
good partitions in every case. We have encountered two specific challenges that should be addressed
by further research: clustering a complete Ul log that includes user navigation paths, and incorporating
case-level context while still separating traces by control-flow behavior. It remains to be seen if these can
be solved by modifying existing techniques, or if UBM requires an entirely different approach. It may
also be interesting to explore the effect of incorporating other (event-level) attributes, such as timestamps.
Furthermore, it may be possible to find better partitions with more comprehensible process models
by considering other clustering objectives, such as minimizing a model complexity measure. Finally,
clustering other Ul logs and comparing the results to our study would shed light on the generalizability of
our findings and lead to a more comprehensive understanding of how trace clustering can benefit UBM.
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